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Development of a Reliable Method for General
Aviation Flight Phase Identification

Qilei Zhang , John H. Mott , Senior Member, IEEE, Mary E. Johnson , and John A. Springer

Abstract— Aircraft operations statistics have typically received
significant attention from U.S. airport owners and operators
and state, local, and federal agencies. Accurate operational
data is beneficial in assessing airports’ performance efficiency
and impact on the environment, but operational statistics at
nontowered general aviation airports are, for the most part,
limited or not available. However, the increasing availability
and economy of capturing and processing Automatic Depen-
dent Surveillance-Broadcast (ADS-B) data shows promise for
improving accessibility to a wide variety of information about
the aircraft operating in the vicinity of these airports. Using
machine learning technology, specific operational details can
be decoded from ADS-B data. This paper aims to develop a
reliable and economical method for general aviation aircraft
flight phase identification, thereby leading to improved noise and
emissions models, which are foundational to addressing many
public concerns related to airports.

Index Terms— ADS-B, flight identification, TICC, clustering,
machine learning.

I. INTRODUCTION

APPROXIMATELY 500 landing facilities in the United
States, including 378 major airports, provide scheduled

air services. In addition to these, 2,952 landing facilities
support aeromedical, aerial firefighting, law enforcement, and
disaster relief operations; these, plus another 1,350 noncom-
mercial public-use airports, are referred to as general aviation
airports [1]. However, most of these general aviation airports
have only limited or nonexistent air traffic control facilities.
This suggests that many specific airport operations details
cannot be quickly or easily obtained. Currently, in the case
of towered airports, aircraft operations are counted by air
traffic personnel [2], [3]. The number of aircraft operations at
nontowered airports may be estimated based on statistical sam-
pling or other methods [4], implying that many of the details
of these operations are unknowable. Without this information,
it is difficult to develop reliable noise or emissions models
for the related airports. Therefore, it is useful to determine
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a feasible means of estimating summary information about
aircraft operations, especially that related to the duration of
each flight phase. In other words, a data-driven approach is
needed to more accurately quantify operation estimates for
general aviation airports [5], [6]. Flight phase identification,
the process of classifying time-series air vehicle flight data
into different flight phases, can be utilized to provide these
estimates.

A reliable and economic framework is proposed herein
to solve this problem of classification and labeling of large
quantities of flight data. The classification part of the proposed
model performs Toeplitz Inverse Covariance-based Clustering
(TICC), an unsupervised machine learning algorithm by lever-
aging the TICC Python module, to clustering ADS-B data [7].
There are currently many clustering methods that may be
utilized to classify flight trajectories. Most of them [8]–[11],
however, are appropriate for traffic flow classification and pat-
tern prediction and are not suitable for single trajectory prob-
lems such as flight phase identification. Traditional clustering
methods such as DBSCAN (Density-Based Spatial Clustering
of Application with Noise) [12] examine the absolute value
of each dimension of the signal to determine the similarity
between the signals. TICC, on the other hand, determines
signal similarity by examining the correlation between the
dimensions of the signal, decomposing a high-dimensional
time series into a clear sequential timeline of a few key
states [7]. Hence, TICC is suitable for flight data, with proper
considerations.

II. DATA SELECTION

There is a significant amount of extant data related to
aviation operations, including data generated by testing, simu-
lation, and operation of actual aircraft. However, a large part of
the data is not publicly accessible. Hence, obtaining a publicly
available data source is essential to the model development
process. According to the FAA NextGen Program, “as of
January 1, 2020, ADS-B Out equipment is required to operate
in the airspace defined in 14 CFR 91.225” [13]. This suggests
that a large portion of general aviation aircraft are now
equipped with ADS-B transponder equipment when operating
in controlled airspace. Thus, ADS-B is a suitable choice for
the research under consideration. In fact, ADS-B has gradually
become one of the most popular aviation data sources because
of its low cost and high update frequency. Choosing it as a
data source therefore meets the two suggested initial goals of
reliability and economy.
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III. METHODS

Figure 1 illustrates the basic process structure of this model.
It also provides an overall framework and describes individual
model components.

A. Data Preprocessing

The first two sections in the flowchart describe how data is
collected, subsetted, cleaned and aggregated. The data package
consists of two years of data (2019 to 2020) received by the
ADS-B equipment installed at the Purdue University Airport
(KLAF). In the national airspace system, Class A airspace
consists of the airspace from 18,000 feet mean sea level (MSL)
up to and including flight level (FL) 600 [14]. Because these
altitudes are typically above those at which most general
aviation aircraft operate in phases of flight other than cruise,
the related data from these aircraft have been removed from
the model. Due to signal and reception anomalies [15], some
data or some attributes of data may be missing. Data with
incomplete entries need to be discarded. When necessary,
geographic information is used to filter to a specific geographic
region of interest. Simultaneously, the aircraft registration
database may be obtained and merged with the ADS-B data
using the hex identification code1 as a database key to identify
the aircraft model, engine type, and other useful information.
Before the analysis, the altitude column of the ADS-B data is
corrected by obtaining the compiled Meteorological Terminal
Air Report (METAR) data. The pressure data may be extracted
from the METAR to correct the altitude data [17] at any
particular time. After that, the operation statistics table for
a single aircraft can be established, and if necessary, the table
based on the aircraft type. Table II shows a filled sample form,
compiled according to the data collected from all aircraft by
the receiving equipment at KLAF over the course of a single
day.

B. Data Analysis

An ADS-B dataset is typical of what is considered “big
data,” characterized by large amounts of data with low infor-
mation densities. Machine learning is an appropriate method
with which to extract the desired information. The data is
firstly grouped by the unique hexadecimal identification num-
ber of the aircraft and clustered chronologically, i.e., a time
series of T observations is extracted as one operation. But if
one data point from an aircraft is too “far”2 from others from
the same aircraft, the data is separated into two time blocks to
process and considered to be associated with two different
operations. Specifically, this situation may occur when the
aircraft performs multiple non-continuous takeoff and landing
operations at the same airport on the same day.

1) TICC: Next, spatial clustering is performed with TICC.
It treats multivariate data xi ∈ Rn as a short subsequence
of size w � T which ends at t , e.g., xt−w+1, . . . , xt . This
short subsequence gives temporal consistency, which is helpful

1It is a part of the aircraft’s registration process to assign a unique ICAO
24-bit address, which can be represented in hexadecimal digital format [16].

2This threshold is set to 10 minutes in the model under consideration.

to provide a proper context for each of the observations [7].
The new concatenated nw−dimensional vector Xt replaces the
original isolated data observation, generating a new sequence
from X1 to Xt . For example, X1 is the first segmentation
incorporated with x1, x2, . . . , xw . As a result, the algorithm
clusters these new sequences instead of directly clustering
observations.

Each cluster is defined as a Markov Random Field (MRF)
to highlight the correlations between various observations in
the representative subsequence [18]. A nw × nw matrix �i is
constrained to be block Toeplitz as follows:

�i =

⎡
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where A(0), A(1), . . . , A(w−1) ∈ Rn×n . Sub-block A(0) shows
the intra-time partial correlation so that A(0)

i j refers to the inter-
relationship between concurrent values of different attributes,
e.g. altitude and ground speed (GS). The overall objec-
tive is to find the K inverse covariances of each cluster
� = {�1, . . . ,�K } and get the assignment results P =
{P1, . . . , PK }, where Pi ⊂ {1, 2, . . . , T }. The optimization
problem then is generalized by the following objective func-
tion [19].

argmin
�∈T ,P

K

i=1

[
sparsity� � �

�λ ◦ �i�1+



Xt∈Pi

(

log likelihood� � �
−�� (Xt ,�i )+

temporal consistency� � �
βI {Xt−1 /∈ Pi } )]

Here, T is the set of symmetric block Toeplitz matrices.
�λ ◦ �i�1 is an l1-norm penalty of the Hadamard product
to encourage a sparse �i and prevent overfitting, where
λ ∈ Rnw×nw . −�� (Xt ,�i ) is the negative likelihood that
observation Xt belongs to cluster i [20], which is expressed as
�� (Xt ,�i ) = − 1

2 (Xt − μi )
� �i (Xt − μi ) + 1

2 log det �i −
n
2 log(2π), where ui is the empirical mean of cluster i,
and βI {Xt−1 /∈ Pi } is an indicator function with a penalty
parameter to enforce temporal consistency.

2) Parameter: The objective function is then solved
using expectation maximization (EM) iteration by alternating
between cluster assignment and cluster parameter update [21].
It is worth noting that there are two regularization parameters
λ and β, which are chosen by hand. For example, in the
choosing of β, TICC encourages neighboring subsequences to
belong to the same cluster with no penalty. As the transition
parameter β in the model increases, neighboring subsequences
are more likely to be assigned to the same cluster. As the
parameter approaches infinity, the switching penalty becomes
so large that all the points in the time series are grouped into a
single cluster. Hence, careful parameter selection is essential.
In the validation part of this article, the parameters were set
as λ = 0.11, β = 100, w = 1.

Another critical model parameter is the cluster size. Simply
choosing this parameter to equal the size of the data block
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Fig. 1. Flowchart of the methodology.

yields suboptimal results. As the amount of data increases,
a larger number of clusters tends to be chosen. A more
reasonable approach [7] is to use K-means clustering [22] as a
pre-clustering procedure and utilize the silhouette score [23] to
evaluate and select this parameter. a is the mean intra-cluster
distance, i.e., the mean distance to the other instances in the
same cluster. b depicts the distance between a sample and the
nearest cluster of which the sample is not a part [19]. As can
be seen in Equation (1), the value of the silhouette score ranges
from -1 to 1. If the score is close to 1, clusters are distinct
and well separated from one another. On the contrary, when
the score is close to -1, clusters are assigned improperly [22].
The cluster number assigned the highest silhouette score is
most likely to be selected. An example is shown in Figure 2.
Consider cluster numbers 3 and 4, which received the highest
silhouette scores and are therefore most likely to be chosen.
When the scores are similar,3 a larger cluster number is
preferred, as smaller cluster numbers may reduce the excision
probabilities in similar consecutive phases (e.g., descent and
approach).

Score = b − a

max(a, b)
(1)

3Defined as the difference in scores being less than 0.01.

Fig. 2. Example of choosing a silhouette score.

3) Example: When the algorithm is applied, one aircraft
operating trajectory will emerge, as shown in Figure 3. This
example data comes from the aircraft coded A3E813 on
August 17, 2020, 17:34 to 18:32. Each point in the trajectory
represents a single ADS-B data series. The pattern of the
aircraft’s landing and takeoff (LTO) is displayed in the figure,
and that figure also depicts the flaws in the ADS-B data.
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TABLE I

DEFINITION FOR PHASE [24] AND FUZZY LOGIC RULES

Fig. 3. Flight trajectory example with real ADS-B data.

On one hand, it can be seen that the aircraft’s motion
is divided into different groups. In the labeling function,
the “Cruise 1” and “Cruise 2” clusters will both be classified
as cruise phases, and the climb clustering is the same. So,
in general, the phases of flight are well grouped. On the
other hand, one notices some points with relatively lower
altitudes, isolated from others. It is apparent from knowledge
of the labeling function that these points belong to the taxi
phase, as they are located on the airport’s elevation plane, and
the latitude and longitude are also within the bounding box
surrounding the airport. Other characteristics of this data, such
as ground speed, also meet conditions for the taxi phase. Nev-
ertheless, the number of these data points is not large enough,
and they are not continuous enough with other data points.
As mentioned before, this is due to dipole receiving antenna
characteristics that result in some ADS-B data, especially from
aircraft operating at very low altitudes, being lost. This will
reduce the accuracy of the statistics in the taxi phase.

C. Data Judgement

After the data is clustered, the next step consists of labeling
each flight phase. First, the metrics of each data block are
summarized; the summary includes the average altitudes,
speeds, and tendencies toward variation. The flight phases
are then determined based on ICAO definitions [24] using
the integrated data. Specific flight phase definitions are found
in Table I. Using traditional logic, for example, one would
expect that an increase in an aircraft’s altitude suggests a climb
and a decrease in altitude implies a descent. However, when
actual data are considered, this becomes problematic. Because
the data are derived by a discrete sampling of a continuous
system, it is often difficult to determine a clear boundary
between phases of flight, such as between the take-off phase
and the climb phase. While more detailed airborne data such as
engine power levels would assist in the classification process,
these data are unobtainable from ADS-B. Another significant
problem is that ADS-B provides ground speed rather than
airspeed, suggesting that the velocity data should be corrected
for wind effects. Fuzzy logic [25], [26] can be employed to
facilitate the solution of classification and decision-making
problems such as these.

1) Fuzzy Logic: The process of fuzzification is used to
convert the logical input value (average altitude) into mem-
bership degrees (low altitude, middle altitude, high altitude)
of each set. The first five diagrams in Figure 4 provide an
intuitive representation of the relationship between the input
value and the membership.4 One may then define rules to
determine which attributes belong to a particular phase. The
specific logic list is depicted in Table I. Finally, the results
can be de-fuzzified to provide a numerical output. In this
particular case, the output (value on the horizontal axis) and
corresponding phase label can be determined by referring to
each phase interval of the last diagram in Figure 4.

4The value of altitude is chosen for KLAF. The specific value should be
adjusted according to airport elevation relative to mean sea level.
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Fig. 4. Fuzzy logic membership.

The advantage of fuzzy logic is that it can resolve defects in
the ADS-B data to a certain extent. An important point is that
ADS-B data provides only ground speed; hence, implementing
fuzzy logic classification can result in a more reasonable
judgment using only GS information without introducing one
or more weather databases to reconstruct the real-time air-
speed. True Airspeed (TAS) is affected by many factors, such
as temperature and pressure [27]; however, the probabilistic
characteristics of fuzzy logic can compensate for the errors
introduced by classifying phases using GS vs. TAS. In this
manner, GS may be used as a reference condition instead of
an absolute condition threshold, as is the case with traditional
Boolean logic.

2) Correction: It is clear that fuzzy logic has several inher-
ent flaws. First, the system is highly dependent on human
knowledge and expertise. As a result, many solutions may
arise for a particular problem and the system may require
significant validation, verification, and regular update [28].
Second, the system has a limited number of logic operations (if
. . . then . . .) to respond to non-standard operating applications

in the real world. While increasing the number of inferences
will improve the reliability of the system, it still will not
address all possible situations [29]. It is possible, however,
to verify the results of the fuzzy logic classification algorithm
using traditional Boolean logic, and if a large deviation occurs,
it may be corrected. This situation is especially pronounced
in the initial phases of taxiing and take-off and is detrimental
to the classification process. Because typical ADS-B signals
often contain significant noise, which may lead to deviations
or missing data at certain aircraft altitudes or orientations of
the aircraft with respect to the ADS-B receiver, these data
outliers may cause the single decision algorithm to produce
classification errors. Therefore Boolean logic is implemented
to test and correct the judgment. It is worth mentioning that
in Boolean logic, when it is necessary to judge whether the
altitude and airspeed are increasing or decreasing, the Mann-
Kendall test (MK test) [30], [31] may be used to evaluate the
trend of the data. The advantage of the MK test over linear
regression is that it does not require linearity. According to
Equation (2) [32], if the result is a positive number, later
observations tend to be larger than earlier observations. Here,
n is the number of observations in the set, and x j , xk are values
of data points, where j > k.

S = �n−1
k−1 �n

j−k+1sgn
�
x j − xk

�
(2)

D. Data Summary

Finally, the data from all time blocks can be counted
and summarized. Table II is an example showing a one-day
collection for different aircraft models. In this manner, using
daily analysis, the annual flight statistics of the airport and
its surrounding airspace may be obtained. These statistics
can be further utilized to assess the environmental impact of
emissions from flights or to perform additional research.

IV. VALIDATION

Because the ADS-B data does not provide any means of
ground-truthing for phases of flight [26], one cannot determine
the accuracy of the model when used with real data. It is
impractical to manually identify the segmentation of each time
block and the accuracy of the corresponding label. Therefore,
synthetic simulation data can be used as input data and the
model’s output compared with the initial label. The differences
will facilitate an understanding of the model’s accuracy and
therefore provide a means of model validation.

A. Synthetic Data

Each set of simulation data represents an aircraft, and these
are all generated at simulation time t0. An initial random
vector �x0 is given, the attributes of which include the necessary
variables that can be obtained from the ADS-B data, such
as altitude, GS, and heading. Initial rates of change can be
derived by setting the time interval to be one second. Some
other attributes such as position (longitude, latitude) can be
calculated based on speed and previous position. For the
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TABLE II

EXAMPLE OF DAILY DATA SUMMARY

subsequent calculations, the following equation (3) may be
used:

�xi+1 = �xi + ∂ �xi

∂ t
× 	t + 
i , 
i ∼ N(0, σ 2) (3)

where �xi ∈ R
d is a vector that has d attributes and represents

a data point at a given time. 	t is the time interval for each
neighboring data point, and 
 is a normally distributed random
error, simulated as the signal noise. The standard deviation
σ is set randomly in a reasonable range according to the
gauge units of the attribution and the specific situation. For
example, for altitude, the σ can be set to 10 ft as the maximum
reporting error of the equipment5 for flight levels greater than
2000 ft or to 1 ft when the aircraft is on the ground, since the
source of error is primarily from the deviation of barometric
measurements due to atmospheric temperature and pressure
variation in the higher flight levels, and from instrument error
at ground level. When the status label changes, the vector of
its change rate will also change significantly. Otherwise, only
a certain amount of noise needs to be added to the previous
change vector.

After the data item at each instance in time is generated, it is
checked to ensure that the corresponding label is reasonable.
For example, the speed in the initial climb phase should not
be excessive, the flight altitude in the cruise phase should
not be too low, and so on. Furthermore, random simulated
ADS-B data can be produced with a different combination
of phases, such as [taxi, take-off, climb, cruise, descent,
approach, taxi] (hereinafter called Combination I), [take-off,
climb, cruise, descent, approach] (Combination II), and [climb,
cruise, descent] (Combination III). Combination I describes a
complete idealized flight process. Combination II is a simpler
version of the first, accounting for missing data from an aircraft
operating at ground level. Combination III attempts to simulate
realistic situations for helicopters and other vertical take-off
and landing aircraft [34]. The matrix Xsynthet ic ∈ R

d×n , that
is

�
x�

1 , x�
2 , . . . , x�

n

��
. n can be used to represent the entire

set of simulated data.

B. Performance Metrics

To determine model performance, a large number of datasets
may be generated cyclically and the discrepancy between the
initial data with predetermined labels and the result processed

5In practical applications, FAA [33] uses %Fail to assess the performance
of ADS-B equipment. The precise definition is “Percentage of flight that the
corresponding category element failed performance assessment.”

TABLE III

RMSE RESULT FOR COMBINATION II

by the model recorded. There are many metrics that may
be utilized to measure the quality of the model. Root Mean
Square Error (RMSE) and Symmetric Mean Absolute Per-
centage Error (SMAPE) have been used here to evaluate the
model’s quality.

RMSE may be employed directly to measure the perfor-
mance of a single phase, such as climb. In the following
formula, ti is the total climb time that was calculated for every
data set, t̂i is the real total climb time, and N represents the
number of tests performed, as well as the number of data sets.
Table III lists examples of the RMSE for 500 generated data
sets. The RMSE for each phase ranges from 25 seconds to
170 seconds.

RMSEClimb =
��N

i=1(ti − t̂i)2

N
(4)

The total data set measurement error is shown in equa-
tion (5). m depends on the number of phases, Fnm represents
the calculated model time, and Anm represents the defined real
phase duration, while 	Tnm is the difference between them.
Additionally, the calculated total time Fn and the real total
time An are equal, and both of them can be represented by
Tntotal. Because the range of SMAPE is [0, 1], one minus
SMAPE (the “accuracy”) can be used to provide a sense of
the correct degree.

SMAPE = 100%

N

N

n=1

�m
1 |Fnm − Anm |
|An| + |Fn |

= 100%

N

N

n=1

�m
1 |	Tnm |

2 · Tntotal

Accuracy = 1 − SM AP E (5)

The accuracy description is quite different when applied to
RMSE. Because the magnitude of the RMSE is affected by the
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Fig. 5. Relationship between cruise time and deviation.

time unit and the duration of the phase itself, in the absence
of the original correct phase duration one cannot intuitively
understand the degree of error. Hence, this term does not
reflect the model’s quality well. However, SMAPE can provide
a degree of error relative to the original correct time. For exam-
ple, after several trials, an RMSE of 34.1 seconds for Climb is
presented in Table III. It is not apparent whether this number
is reasonable until the average total flight time is known to
be 1908 seconds. SMAPE, on the other hand, includes the
ratio of the deviation to the overall quantity. However, there
is a certain inverse relationship between SMAPE and time
duration. Specifically, the longer the flight time, the smaller
the relative deviation from true value as shown in Figure 5.
This trend is depicted by obtaining a log trendline using
the least-squares method. The points lie in the bottom line
with a deviation percentage of 0% represent that the program
accurately provides the duration prediction for these flights
without any deviation. To summarize, the two metrics should
both be employed in the evaluation of the performance of the
model.

Due to the Monte Carlo simulation approach employed
here [35], the performance metric becomes more stable as
the number of the data sets increases. Phase Combination III
in Figure 7 depicts the manner in which the accuracy changes.
After more than 500 tests, it stabilizes at roughly 97.3%.

C. Results

Figure 6a is a three-dimensional plot depicting the synthetic
data and Figure 6b is a larger display of taxiing, take-off, and
partial climb derived from Figure 6a. The two figures show
clearly how the classifier model produces distinct flight phase
results. The data starts at point (0,0,0). After a complete
flight phase, the aircraft returns to the airport elevation plane.
Some data series that should belong to different phases, but
with similar altitude characteristics, may incorrectly have the
same temporary label in the unsupervised learning clustering
procedure. However, the data have a particular chronological
order due to their timestamps, and this additional information
may be used as discussed in Section III-C to ensure that
the proper classification label is appended. The resulting total

Fig. 6. Example of flight trajectory with synthetic data. The latitude* and
longitude* here do not represent the true measurement, but only the relative
movement on the plane.

time summaries for the different phases [taxi, take-off, climb,
cruise, descend, approach, taxi] are, respectively, [58.0, 95.0,
349.0, 181.0, 591.0, 63.0, 68.0]. Ground truthing provided by
the synthetic data yields total times of [58, 67, 378, 180, 590,
64, 68], and it is evident that the differences between the two
are small. The largest deviation is from the transition part of
take-off and climb, with a smaller difference in cruise and
descent, and an accurate result in the approach phase.

Monte Carlo simulation is then employed to evaluate the
model’s quality. When considering the synthetic Combina-
tion III, the corresponding RMSE is [23,138,135], yielding
an accuracy of 97.3%. For Combination II, the corresponding
RMSE is [25.1,34.1,148.9,168.8,86.3], with accuracy decreas-
ing to 94.0%. When the taxi phase is introduced to the initial
and final phases, the RMSE is [111.0, 39.2, 81.2, 160.1,
162.9, 98.4], and the accuracy is 91.6%. This indicates that
the model performs well on the take-off, climb, and approach
classification, with a somewhat greater deviation on the taxi,
cruise, and descent portions, suggesting that the parameters
for these phases can be improved.
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Fig. 7. Accuracy for three phase combinations.

TABLE IV

MODELS ACCURACY PERFORMANCE COMPARISON

D. Model Comparison

To validate the effectiveness of the proposed model,
the performance of different combinations of methodologies is
demonstrated in Table IV. All the listed models adopt the same
synthetic dataset with 500 flights from Phase Combination II.
Results indicate that K-means and DBSCAN have basically
identical performances on the unsupervised classification task.
There is a slight gap between the “Fuzzy” and “Fuzzy +
Boolean”, since, as discussed in Section III-C, Boolean logic
is applied to correct some extreme instances. Regardless, it is
clear that the proposed model yields a substantial improvement
relative to other methodologies. In general, the choice of the
proposed methodology is effective and well applicable solving
the flight phase identification problem.

V. DISCUSSION

A. Methodology Difference

In the previous section, simulated data was utilized to
explore the effectiveness of the model with satisfactory results.
The proposed model therefore appears to be a reliable, low-
cost solution with the potential for widespread application. The
methods suggested by Sun [36], Gu [4], and Goblet [37] are
somewhat inadequate for several reasons.

First, these researchers did not use a large amount of
data in the verification process, but rather conducted a small
number of flight experiments, leading to concerns over the

universality of the proposed method. Specifically, the selection
of parameters may be optimized only for certain datasets [37].
While this is helpful for research using specific data sets, it is
problematic for the extraction of daily operational statistics.

Due to the advantages of the TICC method in processing
time-series data, the clustering of the data stream is con-
tinuous. As a simple example, during cruise, the controller
gives the pilot an instruction to descend to a certain altitude.
In this quick altitude change process, as long as the appro-
priate penalty parameters are selected, the entire phase is still
considered cruising flight. In the earlier method [26], [37],
because a single data point is used for classification statistics,
the quick descent during the cruise may be attributed to an
approach phase, resulting in an incorrect classification. The
TICC method therefore maintains the continuity of the data
tags.

Finally, the method proposed by the earlier researchers
cannot distinguish more detailed flight phases at a low cost.
In short, more detailed classification relies on more data
sources [26]. For example, using G10006 data or directly
acquiring aircraft instrumentation data will result in more
accurate classification. However, in the actual application
process, the cost of doing so could potentially be quite high.
It is necessary to require a G1000 equipment installation in
each aircraft and then manually download the resulting data,
which is an unrealistic expectation for most general aviation
aircraft. The method proposed herein achieves, in the view of
the authors, a good balance between accuracy and economy.

B. Model Inaccuracies

Inaccuracies in the model occur principally from three
sources. The first is from the lag characteristic of the TICC
algorithm. If the transition penalty value parameter is too large,
the state transition will show a certain degree of hysteresis.
Specifically, when the aircraft state has changed, the algorithm
needs extra data to confirm that the state has indeed changed.
The result is that the calculated time of the previous phase will
be longer, and the time of the later phase will be shortened.
This leads to a certain degree of error. However, it is also
necessary to realize that for some cases, the division of phases
is indeed vague, and there is no accurate standard even for
manual judgment. The most typical example is the distinction
between descent and approach. In an ideal situation, after
Air Traffic Controller (ATC) guides the aircraft to the Initial
Approach Fix (IAF), the aircraft could be classified as in the
approach phase, but there will be many deviations in actual
operation, with a clear dividing moment difficult to determine.

A second portion of the error results from labeling the time
block. As mentioned previously, when fuzzy logic encounters
extreme values, classification errors often occur. Although the
subsequent application of Boolean logic can correct some
deviations, there are still special cases that cannot be corrected.

The last part of the error comes from the combination
of the previous two. Phases with large amounts of missing
data, such as the taxi phase, may result in this sort of error.

6The G1000 integrated flight instrument system consists of several inte-
grated components, which can sample and exchange flight information [38].
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Because ADS-B data is sporadic from aircraft operating at
very low altitudes, TICC cannot accurately segment it, and
the attribute value obtained in these time blocks does not fully
reflect the state of motion of the aircraft, resulting in erroneous
classifications.

In summary, discontinuous, inaccurate, or missing ADS-B
signals due to the influence of various propagation factors may
cause difficulty in data cleaning and classification. From the
perspective of the flight phase itself, because the ADS-B data
lacks more detailed power settings and other information, it is
difficult to distinguish between take-off and climb, descent
and approach when the phase definition is inaccurate. Unlike
those engaged in commercial aviation, general aviation aircraft
often execute more frequent maneuvers, such as touch-and-
go movements during training, increasing the difficulty of
discriminating between phases of flight.

C. Future Work

After each flight phase is accurately determined, envi-
ronmental impacts of general aviation, including noise and
emissions, can be accurately modeled and assessed. From an
emissions perspective, 100LL7 is the only remaining trans-
portation fuel in the United States that contains the additive
tetraethyl lead (TEL). This gasoline powering small aircraft is
now the largest source of lead emissions in the U.S. [39]. It is
therefore important to provide effective estimates of the impact
of such pollution. From a longer-term perspective, the algo-
rithm developed for general aviation can be applied not only to
GA aircraft, but also can be extended to commercial aviation
and even the operation of eVTOL in the future. An eVTOL’s
urban operating environment is particularly sensitive to noise.
For manufacturers and aviation operators, it may be possible
to use airborne data to calculate and report noise levels, while
for regulators, third-party data can be used to provide a better
evaluation of environmental noise.

There are potential improvements to the model that may
be developed and implemented. Regarding data sources, more
diverse data such as surface radar and video surveillance [40]
can be considered to mitigate some of the issues caused by
inaccurate or missing ADS-B data. Because the model operates
using an existing data set, it may need to be augmented
to allow the use of real-time data in the subsequent actual
deployment so that real-time metrics [41] can be provided and
monitored. In addition, many parameters need to be adjusted
accordingly to better adapt to the special circumstances of each
airport.

VI. CONCLUSION

This article describes a promising algorithm model that
uses ADS-B data to analyze flight phase time. Through the
sorting, analysis, judgment, and summary of ADS-B data,
large quantities of time-series flight data is divided into
marked flight phases. At the methodology’s core is the TICC
unsupervised learning algorithm for time series data and

7LL is short for low lead. 100LL is considered as the most commonly used
grade of aviation gasoline.

fuzzy logic judgment. The ability to obtain these specific
flight operations’ details cost-effectively is essential for many
nontowered general aviation airports.
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